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ABSTRACT 

This paper presents an on the spot methodology of reducing convolution processing time using hardware computing and 
implementations of discrete linear convolution of two finite length sequences (NXN). This implementation method is 
realized by simplifying the convolution building blocks. The purpose of this analysis is to prove the feasibility of an FPGA 
that performs a convolution on an acquired image in real time. The proposed implementation uses a changed 
hierarchical design approach, which efficiently and accurately quickens computation; reduces power, hardware 
resources, and area considerably. The efficiency of the proposed convolution circuit is tested by embedding it during a 
prime level FPGA. In addition, the presented circuit uses less power consumption and delay from input to output. It 
additionally provides the required modularity, expandability, and regularity to form different convolutions for any 
variety of bits.-+ 
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INTRODUCTION 
Convolution provides the mathematical framework for Digital Signal Processor( DSP). It is the single most 
important technique in Digital Signal Processing. Convolution is a mathematical way of combining two 
signals to form a third signal[1].  
Many approaches have been attempted to reduce the convolution processing time using hardware and 
software algorithms. But they are restricted to specific applications. Some approaches are listed below: 
1.  Presented a design for fast convolve for CDMA signals. This is based on avoiding complex operations 
such as FFT based convolves. They used substitution of the FFT for a Walsh which reduces the operations 
three times[2] because it uses only real additions but it requires more hardware like counters and RAM 
blocks which increases activity factor[10].  
2. Using image processing functions such as convolution filtering, high performance can be achieved by 
exploiting parallelism and minimizing hardware cost[11], but different filter widths and thus potentially 
different hardware structures are needed for different applications. It is therefore difficult to make a fixed 
parallel structure efficient[3]. 
3. The main problem in implementing and computing convolution is speed, area and power which affect 
any DSP system[6]. Speeding up convolution using a Hardware Description Language for design entry not 
only increases (improves) the level of abstraction, but also opens new possibilities for using 
programmable devices[3][7]. 
4. In an application involving spatial scaling of images, for example, a larger filter kernel would be 
required for large scale factors, a small one for modest scaling[8]. It would be expensive to implement the 
entire largest desired filter kernel[4], and wasteful for small scale factors convolution can check all the 
phase shifts in one step. This is usually done by using the known FFT-based convolution. Each FFT (or 
IFFT) requires N log N complex multiplications and N log N complex additions. Therefore, some algorithm 
require approximately 3N (log N) +N complex multiplications and 3N(logN)+N additions[10]. 
Implementing the algorithm in parallel hardware will speed up the process but the implementation itself 
is very complex and requires a huge silicon area[7].   
5. Today, most DSPs suffer from limitations in available address space, or the ability to interface with 
surrounding systems. The use of high speed FPGAs[5][11], together with DSPs, can often increase the 
system bandwidth, by providing additional functionality to the general purpose DSP[8][9]. 
 
PROPOSED ARCHITECTURE 
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Fig 1. Block diagram of overall convolution Process 

 
 The input is applied to the multiplexers. Based on the selection line the data will be selected and it will 
produce the output in each clock cycle. The output data from the multiplexer is applied to the serial input 
and parallel output block, the data will be convert serial to parallel. The output of the serial input parallel 
output block is connected to the binary multiplier so the binary multipliers do the multiplication 
operation and the output is converted into parallel to serial. The data will be stored in the register. 
 
MULTIPLEXERS 4*1 AND 8*1 
A multiplexer, sometimes referred to as a "multiplexor" or simply "mux", is a device that selects between 
a numbers of input signals. In its simplest form, a multiplexer will have two signal inputs, one control 
input, and one output. A multiplexer is a device which selects any one of the inputs from 2n inputs and 
directed to output depending on n-select lines. 

 

 
Fig 2: 4*1 multiplexer 

 
Fig 3: 8*1 multiplexer 
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The higher order multiplexers can be implemented using the lower order multiplexers. The 4*1 
multiplexer can be implemented using two 2*1 multiplexers and so on. Similarly an 8*1 multiplexer can 
be implemented using two 4*1 multiplexers.Working of multiplexer: 
1. Selects any one of the input from 2n inputs 
2. Directs to the output depending on n-selection lines. 
 
SERIAL IN PARALLEL OUT: 
A serial-in/parallel-out shift register is similar to the serial-in/ serial-out shift register in that it shifts 
data into internal storage elements and shifts data out at the serial-out, data-out, pin. It is different in that 
it makes all the internal stages available as outputs.  
 

 
Fig 4: SIPO Block Diagram 

Therefore, a serial in/parallel-out shift register converts data from serial format to parallel format. If four 
data bits are shifted in by four clock pulses via a single wire at data-in, below, the data becomes available 
simultaneously on the four Outputs QA to QD after the fourth clock pulse. 
 

 
Fig 5. serial in parallel out Shift Register with 4- stages 

 
The practical application of the serial-in/parallel-out shift register is to convert data from serial format 
on a single wire to parallel format on multiple wires. Perhaps, we will illuminate four LEDs (Light 
Emitting Diodes) with the four outputs (QA QB QC QD ). 

 
Fig6. Serial in parallel out shift Register Details 

The above details of the serial-in/parallel-out shift register are fairly simple. It looks like a serial-in/ 
serial-out shift register with taps added to each stage output. Serial data shifts in at SI (Serial Input). After 
a number of clocks equal to the number of stages, the first data bit in appears at SO (QD) in the above 
figure. In general, there is no SO pin. The last stage (QD above) serves as SO and is cascaded to the next 
package if it exists. 
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Fig 7. SIPO Example waveform 

 
The shift register has been cleared prior to any data by CLR', an active low signal, which clears all type D 
Flip-Flops within the shift register. Note the serial data 1011 pattern presented at the SI input. This data 
is synchronized with the clock CLK. This would be the case if it is being shifted in from something like 
another shift register, for example, a parallel-in/ serial-out shift register. 
On the first clock at t1, the data 1 at SI is shifted from D to Q of the first shift register stage. After t2 this 
first data bit is at QB. After t3 it is at QC. After t4 it is at QD. Four clock pulses have shifted the first data bit 
all the way to the last stage QD. The second data bit a 0 is at QC after the 4th clock. The third data bit a 1 is 
at QB. The fourth data bit another 1 is at QA. Thus, the serial data input pattern 1011 is contained in (QD QC 
QB QA). It is now available on the four outputs. It will available on the four outputs from just after clock t4 
to just before t5. This parallel data must be used or stored between these two times, or it will be lost due 
to shifting out the QD stage on following clocks t5 to t8 as shown. 
 
BINARY MULTIPLIER:  

 
 
 
 
 
 
 
 
 
 
 
 

Fig 8: Binary multiplier 
 
 

The binary multiplier used here is a 4-bit multiplier which takes two four bit inputs and gives an 8-bit 
output. 
The binary multiplier which is employed in convolution here in the present project has a special 
characteristic that the internal carry will not be forwarded to next stage. So the number of outputs 
obtained here is seven only because in binary multiplier the MSB part is nothing but the carry obtained 
from the second MSB so as carry is not forwarded only seven bits will be obtained as output. 
RIGISTER: 
A circuit with flip-flops is considered a sequential circuit even in the absence of Combinational logic. 
Circuits that include flip-flops are usually classified by the function they perform. Two such circuits are 
registers and counters. 

 

 

Binary multiplier 
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Fig 9. Register 

 

 
 

Fig 10: A 4-Bit Register 
A Register is a group of flip-flops. Its basic function is to hold information within a digital system so as 
to make it available to the logic units during the computing process. However, a register may also have 
additional capabilities associated with it. It may have combinational gates that perform certain data-
processing tasks. 
Various types of registers are available on the market. A simple 4-bit register is shown in fig 10. The 
common clock input triggers all flip-flops and the binary data available at the four inputs are 
transferred into the register. The clear input is useful for clearing the register to all 0’s output. 
Registers capable of shifting their binary contents in one or both directions. A unidirectional 4-bit shift 
register that uses only flip-flops is in fig 11:  

 
Fig 11: 4 bit Shift register 
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SIMULATION RESULTS 
The Convolution process and the developed architecture for the required functionality were discussed in 
the previous chapters. Now this chapter deals with the simulation and synthesis results of the 
Convolution process. Here Modelsim tool is used in order to simulate the design and checks the 
functionality of the design. Once the functional verification is done, the design will be taken to the Xilinx 
tool for Synthesis process. 
The Appropriate test cases have been identified in order to test this modeled Convolution process 
architecture. Based on the identified values, the simulation results which describes the operation of the 
process has been achieved. This proves that the modeled design works properly as per its functionality.   

 
TOP MODULE: 

 
Fig 12. Simulation Result of Convolution top module 

 
The top module shows the processes of convolution. The input is applied to the multiplexers. Based on 
the selection line the data will be selected and it will produce the output in each clock cycle. The output 
data from the multiplexer is applied to the serial input and parallel output block, the data will be convert 
serial to parallel. The output of the serial input parallel output block is connected to the binary multiplier 
so the binary multipliers do the multiplication operation and the output is converted into parallel to 
serial. The data will be stored in the register. 
 
4*1 MULTIPLEXER: 

 
Fig 13. Simulation Result of 4*1 Multiplexer 

 
In general the multiplexer will have ‘2n’ number of inputs and n selection lines and one output. Here we 
are using 4:1 multiplexer, so it will have 4 inputs and 2 selection lines and one output. Based on selection 
line the input will be selected and we will get the output. Here for doing convolution we have the blocks 
multiplexer 2:1 of two blocks. The above figure shows the simulation results of 4:1 multiplexer.  
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Serial Input Parallel Output: 

 
Fig 14. Simulation Result of serial input and parallel output 

 
In this block the input is the output of the multiplexer. The serial input and parallel output block will do, 
the data from the multiplexer it will take as the input and it will hold the value up to four clock cycles and 
it will convert the data serial into parallel. The above figure shows the simulation results of the Serial 
input of data into parallel output. 
BINARY MULTIPLIER 

 
Fig 15. Simulation Result of Binary multiplier 

 
The binary multiplier will do the multiplication operation. For the binary multiplier the input is the data 
which we are getting from the serial input parallel output block. Binary multiplier do the multiplication 
from the serial input and parallel output blocks.  
8*1 MULTIPLEXER: 

 
Fig 16. Simulation Result of 8*1 Multiplexer 

The data from the binary multiplier is applied to the multiplexer. The multiplexer convert the parallel 
data into the serial data and it will be stored into the register. 
REGISTER: 
The outputs of multiplexer are stored in the register which contains flip-flops. 
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Fig 17. Simulation Result of Register 

 
CONCLUSION  
We presented an optimized implementation of discrete linear convolution. This particular model has the 
advantage of being fine tuned for signal processing; in this case it uses the mean squared error 
measurement and objective measures of enhancement to achieve a more effective signal processing 
model. This implementation has the advantage of being optimized based on operation, power and area. 
To accurately analyze our proposed system, we have coded our design using the Verilog hardware 
description language and have synthesized it for FPGA products using ISE, Modelsim and DC compiler for 
other processor usage. 
The proposed circuit uses only 5mw and saves almost 35% area and it takes 20ns to complete. This 
shows improvement of more than 50% less power. As FPGA technology matures and much larger arrays 
become practical, techniques that allow the automatic generation of highly-parallel architectures will 
become central to high performance computing.  
We have also described some simple techniques for generation of convolution pipelines for image 
processing and other applications. Higher level techniques and approaches are also needed. FPGAs 
permit restructurable processing, and restructurable interconnects are also becoming available. 
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